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Abstract

Multi-lingual language models have redefined
natural language processing in low-resource
languages through cross-lingual transfer. By
pre-training on multiple languages and fine-
tuning for specific tasks, these models show-
case potent zero-shot transfer capabilities, re-
quiring minimal human-labeled data for pro-
ficient task performance. This study intro-
duces an interpretable statistical framework,
systematically evaluating the impact of model-
related factors while highlighting the crucial
role played by syntactic, morphological, lexi-
cal, and phonological similarities in predicting
cross-lingual transfer performance. Offering
nuanced insights into the determinants of suc-
cessful cross-lingual transfer, this research pro-
vides valuable guidance for optimizing multi-
lingual language models across diverse linguis-
tic contexts, facilitating robust natural language
processing in low-resource settings.

1 Introduction

In the dynamic landscape of natural language pro-
cessing, the advent of multi-lingual language mod-
els, exemplified by mBERT, XLM-R, mT5, and
mBART, has proven instrumental in transcending
linguistic barriers and empowering applications
in low-resource languages. These models, un-
derpinned by the cross-lingual transfer paradigm,
undergo a transformative process involving pre-
training on diverse languages and subsequent fine-
tuning for specific tasks, showcasing unparalleled
performance across a spectrum of linguistic chal-
lenges. Recent investigations into the intricacies of
cross-lingual transfer dynamics have unveiled com-
pelling patterns, with probing studies emphasizing
a power-law distribution in data transfer and the
remarkable zero-shot transfer capabilities of large
multi-lingual models for low-resource languages.

Building on these foundational insights, our re-
search introduces a novel dimension by present-

ing an interpretable statistical framework for cross-
lingual transfer assessment. Beyond exploring con-
ventional factors like model parameters and train-
ing steps, our study takes a deeper dive into the
nuanced influence of syntactic, morphological, and
phonological similarities on cross-lingual transfer
performance. By leveraging the rich insights pro-
vided by the Cross-lingual TRansfer Evaluation of
Multilingual Encoders (XTREME) benchmark, we
extend our exploration to three fundamental natural
language processing tasks—Named Entity Recog-
nition, Cross-Lingual Natural Language Inference,
and Question Answering—across an extensive ar-
ray of language pairs.

As we navigate the intricacies of multi-lingual
pre-trained language models, our research endeav-
ors to unravel the implicit transfer of linguistic
and semantic knowledge across languages. The
unique proposition of our study lies in its compre-
hensive approach, incorporating lexical, morpho-
logical, phonological, and syntactic properties to
provide a holistic understanding of cross-lingual
transfer dynamics. By examining both the impact
of these linguistic properties and the performance
of models on specific tasks, our goal is to contribute
a robust framework for optimizing cross-lingual
transfer capabilities, fostering a deeper compre-
hension of language diversity within the realm of
natural language processing.

2 Related Work

Recent explorations in language models have un-
veiled remarkable insights into the domain of cross-
lingual transfer capabilities. Groundbreaking stud-
ies by [1] and [2] have illuminated the extraordi-
nary zero-shot transfer capabilities within extensive
multilingual language models. These investigations
have notably highlighted the efficacy of these mod-
els in handling low-resource languages, symbol-
izing a breakthrough in linguistic inclusivity. [3]
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further emphasizes the pivotal role of "structural
similarity" between source and target languages,
surpassing mere lexical overlap or word frequency
considerations.

Building upon these pivotal insights, the collec-
tive research led by [4], [5], and [6] has adopted
diverse methodologies to predict cross-lingual task
performance. This sets the stage for our innova-
tive statistical framework, delving into zero-shot
and few-shot cross-lingual transfer across three
tasks and 90 language pairs. Our study accentu-
ates the significance of language affinity in cross-
lingual transfer while highlighting the substantial
role played by corpus size and pre-trained model
performance benchmarks.

Our investigation delves into the mechanisms
through which multilingual pre-trained language
models like mBERT [10] and mBART [11] implic-
itly propagate linguistic and semantic knowledge
across languages. These models learn cross-lingual
connections from unannotated texts across various
languages, suggesting their ability to align "seman-
tic spaces" across linguistic boundaries [7, 8].

The XTREME benchmark [9], assessing cross-
lingual generalization in multilingual representa-
tions across 40 languages and nine tasks, reveals
substantial insights. While excelling in English-
centric tasks, models exhibit room for enhancement
in syntactic intricacies and sentence retrieval tasks.
This underscores the continuous quest for refining
cross-lingual proficiency across diverse linguistic
landscapes.

[10] explores cross-lingual transfer with an mT5
model, uncovering the influence of linguistic fea-
tures such as syntax, morphology, and phonology
on transfer, surpassing lexical similarity. This study
also underscores language model performance as a
reliable indicator of cross-lingual success, offering
a practical assessment metric.

[14] analyzes cross-lingual transfer using an
mT5 model, identifying predictive linguistic fea-
tures such as syntax, morphology, and phonology.
Notably, these aspects outperform lexical similar-
ity in their influence on transfer. The study also
highlights language model performance as an ac-
cessible metric for improving cross-lingual transfer
processes.

Our study advances by introducing a novel
framework designed to ascertain the most optimal
source language for zero-shot cross-lingual transfer.
This framework integrates mBERT’s performance
metrics across diverse languages and incorporates

multiple language similarity metrics. By leveraging
mBERT’s multilingual capabilities and assessing
linguistic similarity through various metrics, our
framework seeks to identify the source language
most conducive for zero-shot cross-lingual transfer
to a target language without explicit training in that
specific language. This strategic approach aims to
optimize the precision and efficiency of zero-shot
cross-lingual transfer by strategically selecting the
source language based on mBERT’s performance
and linguistic similarity metrics.

3 Approach

In order to unravel the intricacies of cross-lingual
transfer within the mBERT model, we establish
an empirical framework inspired by transfer learn-
ing literature . Our objective is to discern how the
effectiveness of cross-lingual transfer, denoted as
(ST), for a given language pair (source language S
and target language T) relates to specific charac-
teristics of that language pair. Given the absence
of a standard methodology for such studies and
the lack of an evident theoretical model for trans-
fer learning across languages, we draw inspiration
from established methodologies to formulate our
analysis.

Our empirical framework involves analyzing
a pre-trained mBERT model for language pairs
through observations of its performance (ST) in
the target language on natural language process-
ing (NLP) tasks (Named Entity Recognition, Ques-
tion Answering, and Cross Lingual Natural Lan-
guage Inference) after fine-tuning it using source
language training data and evaluating the task on
target language test data. This cross-lingual trans-
fer can be represented as a function f as follows:

ST = f(SS , LSS,T , LM) (1)

where SS is the performance of the model in the
source language on the NLP tasks, LM is the per-
formance of the model without any fine-tuning, and
LSS,T is a measurable language similarity metric
that we introduce.

This formulation allows us to seek an optimal
combination of linguistic and/or data-driven fea-
tures that accurately estimate target language per-
formance, providing valuable insights into fac-
tors influencing cross-lingual transfer within the
mBERT model. To operationalize our analysis, we
explore various possibilities for defining language
similarity and modeling language performance.
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3.1 Language Similarity

Assessing the similarity of languages(LST,S) offers
a nuanced perspective on cross-lingual transfer. In
our framework, we consider multiple approaches
to defining language similarity, each capturing dif-
ferent aspects of linguistic commonality.

Lexical Similarity: Lexical similarity refers to
the degree of similarity between the vocabularies
of two languages. It involves comparing the words
and expressions used in one language with those in
another to identify commonalities and differences.

We define lexical language similarity by comput-
ing the distribution of character n-grams for each
source and target language. To capture dataset-
specific similarities, we compute these distributions
using the training dataset of each task and then
measure the normalized Jensen-Shanon divergence
(JSD), which is a symmetric and smoothed ver-
sion of Kullback-Leibler divergence, of the source
distribution against the target distribution.

Morphological Similarity: Morphological sim-
ilarity refers to the degree of similarity between the
morphological structures of two languages, which
is a study of the internal structure of words and the
rules governing how words are formed. Morpholog-
ical features include prefixes, suffixes, root words,
and grammatical markers that indicate aspects such
as tense, number, gender, and case.

Phonological Similarity: Phonological sim-
ilarity refers to the degree of similarity in the
sounds and phonetic characteristics between two
languages. Phonology is the branch of linguis-
tics that deals with the systematic organization
of sounds in languages, including the study of
phonemes, syllables, intonation patterns, and other
aspects of speech sounds.

Syntactic Similarity: Syntactic similarity refers
to the degree of similarity in the structural organi-
zation and rules governing sentence construction
between two languages. Syntax is the branch of
linguistics that deals with the arrangement of words
into phrases, clauses, and sentences, as well as the
relationships between them.

Our methodology involved evaluating the degree
of similarity in syntax and phonology across lan-
guages. To achieve this, we obtained syntactical
and phonological vectors for all languages from
the comprehensive World Atlas of Language Struc-
tures (WALS) database, utilizing the lang2vec tool.

For consistent vectors related to the Morphol-
ogy metric, we sifted through the WALS dataset,

extracting a total of 41 features. We included el-
ements from both the Morphology and Nominal
Categories sections, considering them indicative of
morphological traits. These encompassed aspects
like gender counts, usage patterns of definite and
indefinite articles, and instances of reduplication.

Subsequently, we employed a calculation
method based on determining the intersection over
the union between the acquired vector representa-
tions of the source language and the target language.
This approach allowed us to quantitatively mea-
sure the extent of resemblance in syntax, phonol-
ogy, and morphology among languages, providing
valuable insights into language similarity metrics
rooted in linguistic elements. Through this com-
prehensive assessment, we aimed to discern and
delineate the nuanced linguistic similarities among
diverse languages, shedding light on their syntactic,
phonological, and morphological proximities.

3.2 NLP tasks
The NLP tasks we attempted to create a framework
for are Named Entity Recognition (NER), Ques-
tion Answering (QA), and Cross Lingual Natural
Language Inference (XNLI).

Named Entity Recognition:NER is an NLP
technique used to identify and classify named enti-
ties in text into predefined categories. Named enti-
ties are real-world objects that have a proper name,
such as persons, organizations, locations, dates, nu-
merical values, and more. The primary goal of
Named Entity Recognition is to extract and clas-
sify these entities from unstructured text, providing
a structured representation of information. This
process is crucial for various NLP applications, in-
cluding information retrieval and knowledge graph
construction.

Question Answering: QA is an NLP task that
involves developing systems capable of understand-
ing and responding to questions posed in human
language. The goal of QA systems is to provide
relevant and accurate answers to user queries by ex-
tracting information from a given knowledge base
or dataset. These systems find applications in vari-
ous domains including Virtual Assistants, Search
Engines, and Education.

Cross Lingual Natural Language Inference:
XNLI is an NLP task that involves evaluating the
ability of models to understand and infer relation-
ships between sentences in different languages.
The task extends the traditional natural language
inference (NLI) to a cross-lingual setting, where
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the goal is to determine the logical relationship
between a premise and a hypothesis in multiple
languages. In the NLI task, models are trained and
evaluated on pairs of sentences within the same
language, typically involving tasks such as deter-
mining whether a hypothesis contradicts, entails,
or is neutral with respect to a given premise. NLI
models have applications in Information Retrieval
systems, Text summarization, and Sentiment Anal-
ysis.

3.3 Datasets and Languages
Our research utilized different datasets for the three
distinct tasks: Natural Language Inference (NLI)
utilizing the XNLI dataset, Name-Entity Recog-
nition (NER) employing the PANX dataset, and
Question Answering (QA) utilizing the TyDiQA
dataset. Each task’s assessment criterion consists
of F1 score for NER and QA, adhering to estab-
lished and widely-accepted evaluation standards.

Throughout this project, our focus spans across 9
distinct languages chosen deliberately due to their
prevalence within the datasets utilized for the Ques-
tion Answering (QA) and Named Entity Recogni-
tion (NER) tasks. These languages were selected
based on their common occurrence and significance
within the TyDiQA and PANX datasets. The lan-
guages are : Arabic, Bengali, English, Finnish,
Indonesian, Korean, Russian, Swahili and Telugu.
This deliberate selection of nine languages serves
as a crucial component of our investigation, facil-
itating a comprehensive analysis of cross-lingual
transfer capabilities across diverse linguistic land-
scapes within the context of these specific tasks.

Acquiring datasets encompassing similar lan-
guages for distinct NLP tasks posed a consider-
able challenge. Specifically, sourcing appropriate
datasets for the XNLI task proved notably problem-
atic, precluding us from producing results for this
particular task. To address this constraint in future
endeavors, a proposed strategy involves generating
comprehensive datasets for all languages by trans-
lating an existing dataset from one language into
all necessary languages. This approach aims to en-
sure data consistency across languages. However,
it introduces the challenge of securing an accurate
translator capable of effectively translating datasets
comprising numerous data points, potentially reach-
ing hundreds of thousands in volume.

We utilized scripts from XTREME, a benchmark
for the evaluation of the cross-lingual generaliza-
tion ability of pre-trained multilingual models, to

load the necessary data for each task from the avail-
able datasets. This data was then utilized by the
scripts to fine-tune and test the pre-trained mBERT
model.

3.4 Method

To comprehensively assess the influence of the ob-
tained predictors on cross-lingual transfer, we gath-
ered language similarity metrics for all 81 language
pairs (9 * 9). Additionally, to acquire model perfor-
mance metrics for each task, we trained nine indi-
vidual models, one for each language, subsequently
evaluating the performance of each model across all
languages. This comprehensive process involved
training nine distinct models and obtaining eval-
uations a total of 81 times, ensuring a thorough
exploration of cross-lingual transfer capabilities.

Following this exhaustive data gathering and
model training phase, we conducted bivariate anal-
yses on these predictors, examining their impact
on cross-lingual transfer. Subsequently, we em-
ployed regression modeling techniques to gain sta-
tistical insights into how the aforementioned pre-
dictors influence cross-lingual transfer. This analyt-
ical framework aims to decipher whether models
trained on languages sharing similarities can effec-
tively generate zero-shot inferences for other lan-
guages, providing a robust framework to compre-
hend and potentially leverage cross-lingual transfer
phenomena.

4 Evaluation

Our experimental methodology initiates by apply-
ing the structured framework articulated in equa-
tion 1, incorporating the previously expounded fea-
tures from this section. Our investigation com-
mences with a rigorous bi-variate analysis, system-
atically examining the discrete impact of each fea-
ture on the efficacy of cross-lingual transfer. Subse-
quently, we present an exhaustive meta-regression,
consolidating and synthesizing the collective in-
fluence of these features on the overarching profi-
ciency of cross-lingual transfer mechanisms.

Our primary research focus centers on mBERT,
an abbreviation denoting Multilingual BERT. This
sophisticated language model is an extension
of the BERT (Bidirectional Encoder Represen-
tations from Transformers) architecture, specifi-
cally trained on a diverse spectrum of languages.
mBERT’s training across varied linguistic contexts
equips it with a comprehensive understanding of di-
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verse language structures. Consequently, it can pro-
ficiently transfer this accrued knowledge to execute
tasks across multiple languages without necessitat-
ing specific training for each individual language.

To incorporate all features outlined in equa-
tion 1, we conduct fine-tuning of the mBERT
(multilingual-bert-base-uncased) model for the
Question Answering (QA) task using the GoldP
Task within the TyDiQA dataset. Additionally, for
the Named Entity Recognition (NER) task, we fine-
tune the model using the PANX dataset, ensuring
a comprehensive incorporation of the outlined fea-
tures in our analysis.

Feature QA NER
Optimizer AdamW AdamW
Epochs 3 5
Learning Rate 2e-5 1e-5
Weight Decay 0.01 0.01
Batch Size 32 32

4.1 Bi-variate Analysis

We start our study by conducting a bi-variate cor-
relation analysis using the predictors introduced in
section 3 and report the correlation of each predic-
tor with cross-lingual transfer performance for each
task below. By employing all features mentioned
in equation 1, we calculate the Correlation coeffi-
cient between the Model Performance on the Target
Language and obtained features, expecting those
with high correlation to act as strong predictors for
zero-shot multilingual cross transfer.

Task SS Syn Phon Morph Lex LM
QA 0.32 0.60 0.46 0.56 -0.7 0.23
NER 0.41 0.62 -0.17 0.4 -0.83 0.45

The correlations between the model performance
on target languages and various linguistic features
across the two tasks, Question Answering (QA)
and Named Entity Recognition (NER), reveal note-
worthy patterns. In the QA task, we observe mod-
erate to strong positive correlations between model
performance and features such as syntax (0.60),
phonology (0.46), and morphology (0.56), suggest-
ing a significant relationship between these linguis-
tic aspects and the model’s effectiveness in cross-
lingual transfer. Conversely, the lexical similarity
(Lex) exhibits a notably strong negative correla-
tion (-0.7), implying an inverse relationship, where
lower lexical similarity potentially aids in better
cross-lingual transfer performance. Interestingly,
the language model performance (LM) also show-
cases a positive albeit weaker correlation (0.23),
indicating a potential but less influential connec-

tion between the overall model performance and
cross-lingual transfer in the QA task.

In contrast, the correlations in the NER task por-
tray a similar trend in some linguistic aspects while
showcasing distinct associations in others. Notably,
syntax (0.62) and morphology (0.4) maintain posi-
tive correlations with model performance, empha-
sizing their potential importance in cross-lingual
transfer for NER. However, phonological similar-
ity shows a weaker positive correlation (0.17), sug-
gesting a comparatively lesser impact on transfer
effectiveness in this task. Moreover, the lexical sim-
ilarity demonstrates a strong negative correlation (-
0.83), aligning with the inverse relationship seen in
the QA task, highlighting its substantial influence
on cross-lingual transfer for NER. Additionally,
the language model performance (LM) exhibits
a relatively stronger positive correlation (0.45) in
the NER task compared to the QA task, indicat-
ing a more pronounced association between overall
model performance and cross-lingual transfer effec-
tiveness specifically in Named Entity Recognition.

Significant disparities emerge among the ob-
served features, underscoring the necessity for tai-
loring a task-specific multivariate linear model.
While these correlations offer glimpses into associ-
ations, they each present a limited perspective on
the intricate interplay between language proximity
and cross-lingual transfer. The correlation coef-
ficients, consistently distant from the value of 1,
signify the inability of any single metric to compre-
hensively elucidate cross-lingual transfer dynamics.
One striking limitation surfaces in character-level
3-grams, confined to languages sharing identical
scripts. Consequently, languages with disparate
scripts exhibit substantial lexical divergence. How-
ever, intriguingly, even between languages scripted
differently, the divergence remains finite, although
notably elevated. This phenomenon stems from nu-
merical representations and residual Latin tokens
inherent in datasets like Arabic, Russian, and Ko-
rean, attributing to this persistent divergence.

Remarkably, an intriguing scenario unfolds con-
cerning Arabic’s transfer dynamics, where its simi-
larity with Swahili closely mirrors that with Indone-
sian. Despite this parity, Indonesian showcases no-
tably superior transfer performance. Furthermore,
instances arise where language similarity metrics
inadequately explicate cross-lingual transfer phe-
nomena. These nuanced observations highlight the
intricate nature of cross-lingual transfer, showcas-
ing that diverse linguistic and contextual factors
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contribute to its efficacy beyond simplistic similar-
ity metrics.

In summary, we’ve introduced multiple predic-
tors that collectively exhibit a strong linear cor-
relation with cross-lingual performance. Subse-
quently, in the upcoming sections, we demonstrate
that these predictors, when combined linearly, ef-
fectively anticipate cross-lingual transfer with con-
siderable accuracy.

4.2 Regression framework
Based on our bi-variate analysis in the previous
section, we propose that the fundamental factor
governing zero-shot learning during cross-lingual
transfer is the similarity between the source and
target languages.

We can simplify the equation 1 as follows:

ST = f(SS , SY NS,T , PHONS,T ,MORPHS,T , LM)
(2)

In simplifying our analysis to focus on the most
relevant features, we utilize Lasso Regression [12]
coupled with recursive feature elimination based
on absolute coefficient values.

Our assessment methodology, drawing inspira-
tion from [13], employs a meta-regression model
trained via k-folds cross-validation. This method
ensures that each fold contains observations exclu-
sively from an individual target language. By fitting
the model on a concatenation of k-1 language-folds
and evaluating it on the kth fold, we derive an av-
erage k-cross-validation score computed across all
target languages. For assessing the regression’s
performance, we rely on the Root Mean Squared
Error (RMSE), a widely used metric in evaluating
regression models.

Moreover, our analysis extends to predicting the
optimal source language for a specific target lan-
guage with a given number of annotated samples.
This prediction involves solving an argmax func-
tion across all possible language pairs using Equa-
tion 2. Evaluating the accuracy of this prediction,
referred to as ASRC, entails comparing the predicted
best source language with the verified best source
language.

5 Results

Our analysis underscores the effective representa-
tion of zero-shot cross-lingual transfer across the
three tasks through a linear combination of the
mentioned features. The outcomes of this regres-
sion are concisely detailed below. It’s noteworthy

that a refined model, incorporating the most per-
tinent attributes, demonstrates an impressive ex-
planatory capability for the variability observed
in Question Answering (QA) performance during
zero-shot transfer. This streamlined model achieves
an exceptionally low Root Mean Squared Error
(RMSE) of 0.066, highlighting its proficiency in
capturing the variance within QA performance.

Moreover, our model showcases a reasonable ac-
curacy in forecasting the optimal source language,
achieving a commendable accuracy rate of 62.5%
in QA instances. The coefficients derived from
the regression, encompassing all language-folds,
offer valuable insights into the interpretability of
these relationships. Specifically, certain features
like syntactic, morphological, and lexical similarity
emerge as robust predictors significantly impacting
transfer learning performance across tasks.

Below is table with RMSE and ASRC for the Re-
gression models for both QA and NER tasks:

Task RMSE ASRC

QA 0.066 62.5%
NER 0.236 50%

Another noteworthy observation is the pro-
nounced and positive coefficient exhibited by the
language model performance in the target language
across the tasks. This finding indicates that a more
proficient language model specific to the target lan-
guage substantially enhances the predictive capac-
ity for task-specific performance improvements.

The below equations elucidate intricate associa-
tions between predictors and performance within
the target language, yielding deeper insights into
these nuanced interconnections:

Question Answering

ST = 0.04 ∗ SY NS,T − 0.03 ∗ PHONS,T

− 0.131 ∗MORPHS,T − 2.023 ∗ LEXS,T

+ 0.574 ∗ LM + 0.547 ∗ SS

(3)

The regression equation for QA models the tar-
get language’s model performance (ST) based on
several predictors. Each predictor’s coefficient
indicates its impact on the target language’s per-
formance. Notably, positive coefficients for syn-
tactic similarity (SYN), language model perfor-
mance (LM), and source language’s model per-
formance (SS) suggest that increases in these fac-
tors correspond to higher performance in the tar-
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get language’s model. Conversely, negative coef-
ficients for phonological (PHON), morphological
(MORPH), and lexical (LEX) similarities imply
that higher similarity in these linguistic aspects
could potentially decrease the target language’s
model performance. The statistical significance of
these coefficients indicates the relative strength and
direction of influence each predictor holds in de-
termining the performance of the target language’s
model in this regression framework.

Named Entity Recognition

ST = 1.33 ∗ SY NS,T − 1.17 ∗ PHONS,T

+ 1.43 ∗MORPHS,T − 0.06 ∗ LEXS,T

+ 0.46 ∗ LM + 1.99 ∗ SS

(4)

The regression equation for NER task unveils
influential factors dictating the target language’s
model performance. Syntactic and morphologi-
cal similarities exhibit substantial positive coeffi-
cients, indicating their considerable positive im-
pact on the target language’s model performance.
Conversely, phonological similarity demonstrates a
pronounced negative coefficient, implying a signif-
icant adverse effect on the target language’s model
performance. In contrast, lexical similarity ap-
pears to have a minimal impact, indicated by its
relatively negligible coefficient. Moreover, both
the language model performance and the source
language’s model performance continue to exhibit
positive coefficients, highlighting their significant
contributions to enhancing the target language’s
model performance. This equation underscores the
varied and distinct impacts of different linguistic
similarities and model performances on the target
language’s model proficiency compared to the QA’s
regression inference.

Additionally, we conduct a comparison between
the Observed Model Performance on the Target
Language and the Predicted Model Performance
on the Target Language subsequent to fine-tuning
the model on a designated Source Language. Fig-
ures 1 and 2 depict the graphical illustrations that
delineate this comparative analysis for the QA task.
These graphs provide a visual depiction of the con-
trast between the actual model performance ob-
served in the target language and the anticipated
model performance derived from fine-tuning the
model on a specific source language. As we can
observe, the framework’s predictions do not stray

Figure 1: Observed Performance of a Target Language
on a model fine-tuned on a Source Language

Figure 2: Predicted Performance of a Target Language
on a model fine-tuned on a Source Language

from the observed performance by a large margin.
There are no major outliers in the prediction.

The model demonstrates remarkable explanatory
capability for Question Answering (QA) perfor-
mance, achieving a low Root Mean Squared Error
(RMSE) of 0.066 and showcasing an accuracy rate
of 62.5% in predicting the optimal source language
for QA instances. Notably, syntactic, morpholog-
ical, and lexical similarities emerge as robust pre-
dictors significantly influencing transfer learning
performance. The regression equations for QA
and Named Entity Recognition (NER) tasks further
elucidate the intricate associations between predic-
tors and target language performance. The graphi-
cal illustrations comparing observed and predicted
model performance highlight the framework’s accu-
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racy, with predictions closely aligning with actual
performance. This suggests that the model, espe-
cially in the context of QA, performs well in cap-
turing the nuances of cross-lingual transfer and un-
derscores the importance of specific linguistic sim-
ilarities in predicting target language proficiency.

6 Conclusion

This study delves into the examination of a pre-
trained mBERT model to delve deeper into the
mechanics of cross-lingual transfer. By conducting
comprehensive model interpretation experiments
across various language pairs and tasks, we’ve un-
earthed significant insights. Our findings highlight
the possibility of statistically modeling transfer
through a select set of linguistic and data-derived
features. Notably, we’ve established that the syn-
tax, morphology, and phonology of languages serve
as robust predictors of cross-lingual transfer, sur-
passing the predictive capacity of lexical similar-
ity between languages. Moreover, our analysis
underscores the relevance of language model per-
formance as a crucial indicator of cross-lingual
prowess, presenting a readily available metric to
better understand and facilitate cross-lingual trans-
fer processes.

Future Work: Presently, our evaluation focuses
on assessing the zero-shot inference capabilities of
the mBERT model. To enhance our understand-
ing and provide a more comprehensive analysis,
we propose expanding our methodology to include
training the model on a reduced subset of the target
languages dataset. This modification enables us
to measure the few-shot capabilities of the model,
offering insights into its accuracy when exposed
to a limited amount of training data. Incorporat-
ing this additional dimension into our evaluation
framework has the potential to serve as a valuable
predictor, providing a more nuanced and robust
assessment of the model’s cross-lingual transfer
performance.

By integrating Latent Dirichlet Allocation
(LDA) as an additional predictor, we could tackle
diverse corpora disparities. LDA, a probabilistic
topic modeling technique, allows us to unveil latent
themes within multilingual text datasets. Lever-
aging LDA empowers us to decipher the under-
lying thematic structures of individual language
corpora, shedding light on their unique content
nuances. This enriched understanding aids in quan-
tifying and accounting for dissimilarities across

languages. Moreover, utilizing LDA-derived top-
ics as features expands our predictive framework’s
scope, enabling us to assess how topic distributions
impact cross-lingual transfer effectiveness.

7 Division of work

The work distribution was structured as follows:
Karan dedicated efforts to refining models for
Named Entity Recognition (NER) and investigating
lexical similarities among chosen languages. Mean-
while, Rishikesh focused on optimizing Question
Answering (QA) models and exploring phonolog-
ical, morphological, and syntactic language com-
monalities. Additionally, Rishikesh formulated a
regression model utilizing these linguistic analy-
ses as predictive factors. Both of us contributed
equally to every facet of the project, including the
development of presentations and the compilation
of this report.

8 Code Base

We have created a repository on GitHub that
contains all the code we have used in our
project. To visit the repository click here
(url: https://github.com/EECS595-Multilingual/Is-
it-easy-to-be-multilingual).

Please feel free to reach out to us if you have any
questions about the code or need help reproducing
it.
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